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About me
» 2009 - 2012 education: Computer Science Expert
(System Integration)

»+ 2012 - 2014 Junior Linux System Administrator
(1&1 Internet AG - Monitoring & Infrastructure)

+ 2014 - 2016 Systems Engineer & ITO Coordinator
(BrandMaker)

- since June 2016 DevOps Engineer
(prolead technologies)

» since 2013 openSUSE Member
(wiki, translation, Advocate, conferences)

- since 2013 GUUG Member



Performance Monitoring

» Performance Tuning

- watching systems and the load during high speed
time

- Saas, local, remote available

- different tools for different situations



Stress Tests

- Testing systems for Performance Tuning
* Improvement of stability of systems
» Finding bugs

* Tool jmeter

Don't use it on live systems!



Performance Monitoring Tools



Gomez
* Monitoring for big
environments

- systems with many
cusomers

* Pro:
- Monitoring all the time
- Simulation of user actions

- Reportings about the user
performance everywhere
on the world

- Contra:

- very expensive
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Munin

» Performance Monitoring
for applications

Memory usage - by day
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» using JMX-Port
° ° Sun 12:00 Mon @0: 80 Mon 12:00
ro ° O apps Cur: 2.32G Min: 1.67G Avig: 2. 0686 Mazx: 3. 146
W page_tables Cur: 130.11M Min: 12.20M Avg: 28, 9 Max: 308, 65M
B swap_cache Cur: 14.59M Min: 13.24M Avg: 20. 09 Ma=x: 270,964
E vmalloc_used Cur: 5.85M Min: 5.85M Avig: 5. 85M Max: 5. 85M
° ° ° W =lab_cache Cur: 205.18M Min: 123 33M Avg: 189, 57M Max: 235.58M
- Monltorln Of dlfferent B cache Curi  3.136 Min: S4e.BAM  Avg: 2,476 Max: 4,026
M buffers Cur: 72,620 Min: 16, 92M Avg: 112, 21M Ma=: 216.27M
W unused Cur: Ta.a3M Min: 37.24M Avig: 1. 600G Max: 3.406
W swap Cur: 15. 1EM Min: 13. 84K Avig: 21.07M Max: 320.71M
Se rve rS W committed Cur:  41.696  Min: 3.486  Avg: 28,180 Max:  97.310
B mapped Cur: 2,336 Min: 1.69G Avg: 2,090 Max: 2,316
W active Cur: 4.716 Min: 1. 860 Avig: 4,136 Max: 5. 260
H inactive Cur: 825 35M Min: 248 14M Avg:  532.B3M Max: 1.54G
Last update: Mon Apr 7 13:25:42 2008

- all data on one place

- good overview

- Contra:

- For details in seconds other

tools
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jconsole

* Monitoring of
applications

- using JMX port
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- details in seconds Hﬁ_ﬁ

- good plugins
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- Contra:

- Monitoring starts after
starting tool on client



RHQ Plugin

- Java Monitoring (JBoss)
by RedHat

* Plugin for Nagios/ Icinga

* Pro:

- Integratable into the
monitoring system

- Contra:

- You'll get wrong datal



Jolokia plugin by Roland Huss

- Java Monitoring
+ JMX4Perl @ﬂ’ﬂklg

» Plugin for Nagios/ Icinga

- something like jconsole
in Nagios/ Icinga

- JMX4Perl

* Pro:

- Integratable into the
monitoring system

- Contra:

- additional software

. necessary.cheserver. . . . ‘
(.Y Wy \/( W \( W W \/( V( Y )




prometheus
* Oown monitoring system

» Performance Monitoring
integrated

- choosing and adding
checks like you want to
have

- flexibility
* Pro:

- good live data

- easy handling for admins
- Contra:

- Difficult installation and

CPU Usage

Memory Total 1.451GiB .
Memory Free 1.223GiB
Network
eth0 Received 10.42kB/s
eth0 Transmitted 64.08kB/s
Disks
sda Utilization 0.1%
srQ Utilization 0.0%
sda Throughput  3.341kB/s
sr0 Throughput 0B/s
Filesystem Fullness

li 251 %
frun 0.3%
frunflock ~0 %
frun/shm ~0%
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htop
» graphical output of atop

- not in standard repostories

» http://download.opensuse.org/repositories/server:/monitoring/

john@john-desktop: ~

126, 280 2

° Pr’oo 0.71 0.94
. 01:15:05

htop
fusr/bin/X :0 -auth /
Jusr/lib/virtualbox/v
compiz
Jusr/Llib/virtualbox/V
Jusr/Llib/virtualbox/V|
gnome-screenshot --ar
fusr/lib/virtualbox/V|
fusr/lib/gnome-settin|
8 fusr/binfgtk-window-d
gedit
gnome-terminal
fusr{lib/bamf fbamfdae|
/binfsh fusr/bin/virt
//bin/dbus-daemon --f
8 Jopt/google/chrome/ch
Jusr/Llibfvirtualbox/V
86 /opt/google/chrome/ch
F9 F10

- really good overview of the load

- Good overview of processes

Whs bhwhhOhlRO

o ®

<]
<]
<]
<]
<]
<]
¢]
¢]
¢]
i]
i]
<]
<]
<]
<]
<]
<]
<]

OO0 00000CCCOKRENNW
(cBoBcBoBolcBooooooooolololol
OO0 00Q0O0Q0OOORFNNRE

NN =0 0a
W

[- IV




Stress Tests



jmeter

Apach:

- Apache project

* Pinging the server from
the client

» best practice:
- teamwork
- use cluster ssh

- 1/ 2 guys are using the
application



Links

Gomez:

http://www.ca.com/de/products/ca-application-performance-manag
ement.ntml

*Munin: http://munin-monitoring.org/

ejconsole:
http://docs.oracle.com/javase/7/docs/technotes/guides/managemen

t/jconsole.htmi _ _
*RHQ: https://docs.jboss.org/author/display/RHQ/Home

«Jolokia: https://jolokia.org/tutorial.html

eprometheus: https://prometheus.io/

« Jmeter:http://jmeter.apache.org/

«Jmeter video training:
http://info.blazemeter.com/jmeter-training-course?utm_sour
ce=BM&utm_medium=BM_blog&utm_campaign=5_Ways to Launch_blo
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http://www.ca.com/de/products/ca-application-performance-management.html
http://www.ca.com/de/products/ca-application-performance-management.html
http://munin-monitoring.org/
http://docs.oracle.com/javase/7/docs/technotes/guides/management/jconsole.html
http://docs.oracle.com/javase/7/docs/technotes/guides/management/jconsole.html
https://docs.jboss.org/author/display/RHQ/Home
https://jolokia.org/tutorial.html
https://prometheus.io/
http://jmeter.apache.org/
http://info.blazemeter.com/jmeter-training-course?utm_source=BM&utm_medium=BM_blog&utm_campaign=5_Ways_to_Launch_blog
http://info.blazemeter.com/jmeter-training-course?utm_source=BM&utm_medium=BM_blog&utm_campaign=5_Ways_to_Launch_blog
http://info.blazemeter.com/jmeter-training-course?utm_source=BM&utm_medium=BM_blog&utm_campaign=5_Ways_to_Launch_blog

“Quotations look good like
this”

-Name
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Questions?



Join the conversation,
contribute & have a lot of fun!
WWW.0pensuse.org

Thank you. -




Have a Lot of Fun, and Join Us At:
WWWw.opensuse.org



License

This slide deck is licensed under the Creative Commons Attribution-ShareAlike 4.0
International license. It can be shared and adapted for any purpose (even commercially) as
long as Attribution is given and any derivative work is distributed under the same license.

Details can be found at

General Disclaimer
This document is not to be construed as a promise by any participating organisation to develop,
deliver, or market a product. Itis not acommitment to deliver any material, code, or
functionality, and should not be relied upon in making purchasing decisions. openSUSE makes
no representations or warranties with respect to the contents of this document, and specifically
disclaims any express or implied warranties of merchantability or fitness for any particular
purpose. The development, release, and timing of features or functionality described for
openSUSE products remains at the sole discretion of openSUSE. Further, openSUSE reserves the
right to revise this document and to make changes to its content, at any time, without obligation
to notify any person or entity of such revisions or changes. All openSUSE marks referenced in this
presentation are trademarks or registered trademarks of SUSE LLC, in the United States and
other countries. All third-party trademarks are the property of their respective owners.
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